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be soon possible. Here we are not treating the highly successful area of 
spins in semiconductors for solid-state quantum computation — for a 
review see ref. 45. Our focus here is on ensembles of spins, especially 
for near-room-temperature operation.

In addition to manipulating spin dynamics within non-magnetic 
materials, semiconductor spintronics o! ers materials possibilities 
very unlikely in metal systems. Electrical control of the Curie 
temperature46 or coercive " eld47 of ferromagnetic semiconductors 
has been demonstrated. # ese phenomena require depleting the 
carrier concentration within the materials by a substantial fraction, a 
requirement that would be exceptionally challenging for ferromagnetic 
metals (with carrier concentrations three or four orders of magnitude 
higher). # e highly coupled spin-orbit character of the magnetic 
dopants present in these systems provide additional possibilities for 
coherent spin manipulation48, using electric " elds instead of magnetic 
ones to manipulate the spin degree of freedom. Figure 2 shows a metallic 
spintronic MRAM device from Freescale, and the demonstration of 
domain-wall motion due to current in the magnetic semiconductor 
GaMnAs. # is e! ect might eventually permit the development of an 
MRAM technology based on magnetic semiconductors.

POTENTIAL ADVANTAGES OF SEMICONDUCTOR SPINTRONICS

LOGIC
Charge-based switching devices di! erentiate between a ‘0’ and a ‘1’ 
by the location of a small quantity of charge. For example, a " eld-
e! ect transistor is ‘on’ if the channel is charged and thus metallic, 
and is ‘o! ’ if the channel is not charged, and thus insulating. # is 
switching device can be imagined as two wells separated by a 
barrier of adjustable height. # is barrier must be high enough so 
that a charge placed in one well will stay there, but must be lowered 
to move the charge from one well to another. In separate analyses 
several authors have found a minimum switching energy to move 
from one con" guration to another, Ebit = kTln2 ~ 23 meV (ref. 49). 
# is limit is fundamental for charge-based switching devices that 
are, once the charge is placed in one of the wells, allowed to 
reach thermal equilibrium. However, current and projected 
semiconductor logic devices are still far from this limit, for the 
minimum switching energy is derived assuming adiabatic (slow) 
charge motion, and the desired switching speed of semiconductor 
logic devices is fast and continues to increase. # e projected gate-
switching energy in 2018 for low-standby-power CMOS and a 
10 nm gate width is 15 eV, which is three orders of magnitude larger 
than the theoretical minimum50.

Information encoded in the electron spin orientation, rather 
than the position of a pool of charge, is not subject to the above 
limitations on switching energies. A pool of spin-polarized electrons 
will maintain its spin orientation without the presence of any barrier 
between spin-up and spin-down states for times exceeding 10 ns at 
room temperature in common semiconductor materials. Changing 
the information from a ‘1’ to a ‘0’ would consist of applying a small 
magnetic " eld, which as described below can be a real magnetic " eld 
or an ‘e! ective’ " eld, to coherently rotate the spin by 180°. # us none of 
the operations involving electron spin need to raise or lower a barrier 
to charge motion. If the operations are done coherently the minimum 
switching energy derived for charge-based information processing 
does not apply. Even when the motion of charge (such as in an electrical 
gate contact) is used to manipulate spin, the switching energy of a fast 
spin-based device can be much closer to the fundamental limit than a 
charge-based device51. Semiconductor spintronic devices thus would 
avoid the above thermodynamic limitation of a minimum switching 
energy by remaining out of equilibrium for long periods of time (of 
the order of the spin coherence times).

Coherent semiconductor spintronic devices, by virtue of the 
exceptionally long room-temperature spin-coherence times discovered 
in ordinary semiconductor materials17,18, could in principle perform 
multiple independent operations before the carriers reach thermal 
equilibrium. Interference of spin packets is one example, whereby two 
packets with spin polarizations oriented at 90° to each other generate 
a new packet with spins oriented at 45° to the two original packets 
(interference in a ring structure has been demonstrated52). Routing 
of spins via the spin Hall e! ect may be possible, as the sign of the spin 
Hall conductivity depends on the mobility53, and thus could be tuned 
either by an applied ordinary voltage or an applied spin-bias54.

Speed is another essential concern for next-generation information-
processing devices. In charge-based devices the speed is limited by the 
capacitance of the device and the drive current. As the semiconductor 
spintronic device is a coherent one, the speed limitations are given by 
typical precession frequencies of electron spins, and range from GHz 
to THz. For example, in order to coherently rotate a spin by 180° at a 
THz rate, an energy splitting of the order of 3 meV must be generated 
between the up and down spins. # is energy splitting is an order of 
magnitude lower than the thermal energy at room temperature. # is 
is both a bene" t and a danger for semiconductor spintronics. Local 
thermal equilibrium cannot be relied on to keep the information ‘safe’, 
even during a logical operation. # us the system must be su$  ciently 
isolated from the environment (stray magnetic " elds in particular) to 
perform its operation robustly.
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Figure 1 Timeline of key experimental discoveries since 1994 in semiconductor spintronics. The pace of progress continues to increase, and with the recent demonstration of 
electrical detection of spin, all essential elements for a semiconductor spintronic technology have been demonstrated under some experimental conditions.
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spin-based device can be much closer to the fundamental limit than a 
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isolated from the environment (stray magnetic " elds in particular) to 
perform its operation robustly.

1994 1996 1998 2006200420022000

Fe
rro

m
ag

ne
tic

 G
aM

nA
s

El
ec

tri
ca

l d
et

ec
tio

n 
of

 s
pi

n

Si
ng

le
 s

pi
ns

 in
 d

ia
m

on
d

Lo
ng

 s
pi

n-
co

he
re

nc
e 

tim
es

El
ec

tri
ca

l i
nj

ec
tio

n 
of

 s
pi

n

Ga
tin

g 
of

 fe
rro

m
ag

ne
tis

m

Gi
an

t p
la

na
r H

al
l e

ffe
ct

Si
ng

le
 s

pi
ns

 in
 n

an
os

tru
ct

ur
es

Cu
rre

nt
-in

du
ce

d 
sp

in
 p

ol
ar

iza
tio

n

Sp
in

 H
al

l e
ffe

ct

Op
tic

al
 m

od
ul

at
io

n 
of

 c
oh

er
en

ce

El
ec

tri
ca

l m
od

ul
at

io
n 

of
 c

oh
er

en
ce

El
ec

tro
n,

 m
ag

ne
tic

 io
n 

sp
in

-c
oh

er
en

ce

Figure 1 Timeline of key experimental discoveries since 1994 in semiconductor spintronics. The pace of progress continues to increase, and with the recent demonstration of 
electrical detection of spin, all essential elements for a semiconductor spintronic technology have been demonstrated under some experimental conditions.
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non-local electrically detected spin-injection experiment sensitive 
to precession has also been performed for a semiconductor76. 

Spin injection and detection can be considered the ‘input’ and 
‘read-out’ stages of a logic device within which the spin is manipulated 
by external or internal magnetic ! elds or by spin-selective scattering. 
It has been demonstrated that the internal e" ective magnetic ! elds in 
semiconductors with spin-orbit interactions can be used to reorient 
spins and also to drive magnetic resonance34. # ese e" ective internal 
magnetic ! elds can be manipulated with applied external electric 
! elds77,78, which implies new gating mechanisms for spin-based 
transistors79. Furthermore the separation of spins can be achieved 
through the recently demonstrated spin Hall e" ect, ! rst seen in 
semiconductors40–42,44, later in metals16, and most recently at room 
temperature43. Control of the spin Hall e" ect via control of the material 
mobility may be used to change spin currents in magnitude or even 
direction54, using a controllable spin Hall e" ect to route spins for 
logic. Finally, it might be possible to do away with magnetic materials 
entirely due to the achievement of spontaneous spin polarization at 
room temperature in a non-magnetic semiconductor80,81.

STORAGE
Many of the ferromagnetic semiconductor materials have extremely 
high carrier-doping levels, and controlling the interfaces of these 
materials is a great challenge. If novel storage devices based on 
ferromagnetic semiconductors are to be attempted, then achieving 
ferromagnetism in lower-doped semiconductor materials will be 
highly desirable. # ere are some indications that this might occur 
naturally at the edges of ferromagnetic materials, as the carriers are 
depleted from the region but magnetism remains82.

Only very recently has there been a report of a p–n diode made with 
a ferromagnetic material83,84 — previous attempts led to poor diodes 
because the doping level in the intrinsic, or depletion, region was too 
high to support a signi! cant voltage. Another recent achievement was 
the demonstration of exchange biasing in magnetic semiconductors85. 
A central element of metallic MRAM, exchange biasing will be a key 
element of semiconductor spintronics storage technology.

COMMUNICATIONS
Optics and ferromagnetism has turned out to be a dirty partnership 
so far in GaMnAs. # e optical lifetimes are so short, unlike for non-
magnetic semiconductors, that it was some time before they could be 
measured86. As the desired magneto-optical devices typically require 
substantial Faraday rotation without signi! cant optical losses, 
magnetic semiconductors have not been successful at dislodging 
magnetic insulators from this niche. Experiments on CdMnTe 
and CdMnHgTe optical isolators, however, suggest competitive 
values to yttrium iron garnet for the optical rotation relative to 
optical loss87,88 in a material that can be monolithically integrated 
on a semiconductor substrate. A semiconductor waveguide with 
an integrated ferromagnetic metal clad has also shown good 
performance as an optical isolator89.

As the materials become cleaner and more controlled the 
magneto-optical properties should improve further. It has been 
discovered that much cleaner GaMnAs could be achieved through 
very long low-temperature post-growth annealing. At the same time 
the optical properties of very lightly doped GaMnAs seem quite good, 
even though the material itself is not doped su$  ciently to become 
ferromagnetic. New discoveries of ferromagnetic semiconductors 
suggest there should be materials with better optical properties, such 
as ZnCrTe. Whether this material is a carrier-mediated ferromagnet 
or not is not clear yet, although it is dopable and the magnetism has 
a large in% uence on the optical properties.

QUANTUM COMPUTING
# e achievement of large-scale quantum-information processing 
in any physical system will be a tremendous success. Recent 
experimental advances in semiconductor spintronic quantum 
computing include the demonstration of long T1 and T2 times in 
semiconductor quantum dots (albeit at low temperatures45), the 
demonstration of coherent single-spin manipulation in diamond, 
and numerous examples of gate operations performed on ensembles 
of spins90–92, but expected to be extended to single-spin manipulation 
in quantum dots or embedded ions in the near future.
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non-local electrically detected spin-injection experiment sensitive 
to precession has also been performed for a semiconductor76. 

Spin injection and detection can be considered the ‘input’ and 
‘read-out’ stages of a logic device within which the spin is manipulated 
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It has been demonstrated that the internal e" ective magnetic ! elds in 
semiconductors with spin-orbit interactions can be used to reorient 
spins and also to drive magnetic resonance34. # ese e" ective internal 
magnetic ! elds can be manipulated with applied external electric 
! elds77,78, which implies new gating mechanisms for spin-based 
transistors79. Furthermore the separation of spins can be achieved 
through the recently demonstrated spin Hall e" ect, ! rst seen in 
semiconductors40–42,44, later in metals16, and most recently at room 
temperature43. Control of the spin Hall e" ect via control of the material 
mobility may be used to change spin currents in magnitude or even 
direction54, using a controllable spin Hall e" ect to route spins for 
logic. Finally, it might be possible to do away with magnetic materials 
entirely due to the achievement of spontaneous spin polarization at 
room temperature in a non-magnetic semiconductor80,81.

STORAGE
Many of the ferromagnetic semiconductor materials have extremely 
high carrier-doping levels, and controlling the interfaces of these 
materials is a great challenge. If novel storage devices based on 
ferromagnetic semiconductors are to be attempted, then achieving 
ferromagnetism in lower-doped semiconductor materials will be 
highly desirable. # ere are some indications that this might occur 
naturally at the edges of ferromagnetic materials, as the carriers are 
depleted from the region but magnetism remains82.

Only very recently has there been a report of a p–n diode made with 
a ferromagnetic material83,84 — previous attempts led to poor diodes 
because the doping level in the intrinsic, or depletion, region was too 
high to support a signi! cant voltage. Another recent achievement was 
the demonstration of exchange biasing in magnetic semiconductors85. 
A central element of metallic MRAM, exchange biasing will be a key 
element of semiconductor spintronics storage technology.
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Optics and ferromagnetism has turned out to be a dirty partnership 
so far in GaMnAs. # e optical lifetimes are so short, unlike for non-
magnetic semiconductors, that it was some time before they could be 
measured86. As the desired magneto-optical devices typically require 
substantial Faraday rotation without signi! cant optical losses, 
magnetic semiconductors have not been successful at dislodging 
magnetic insulators from this niche. Experiments on CdMnTe 
and CdMnHgTe optical isolators, however, suggest competitive 
values to yttrium iron garnet for the optical rotation relative to 
optical loss87,88 in a material that can be monolithically integrated 
on a semiconductor substrate. A semiconductor waveguide with 
an integrated ferromagnetic metal clad has also shown good 
performance as an optical isolator89.

As the materials become cleaner and more controlled the 
magneto-optical properties should improve further. It has been 
discovered that much cleaner GaMnAs could be achieved through 
very long low-temperature post-growth annealing. At the same time 
the optical properties of very lightly doped GaMnAs seem quite good, 
even though the material itself is not doped su$  ciently to become 
ferromagnetic. New discoveries of ferromagnetic semiconductors 
suggest there should be materials with better optical properties, such 
as ZnCrTe. Whether this material is a carrier-mediated ferromagnet 
or not is not clear yet, although it is dopable and the magnetism has 
a large in% uence on the optical properties.

QUANTUM COMPUTING
# e achievement of large-scale quantum-information processing 
in any physical system will be a tremendous success. Recent 
experimental advances in semiconductor spintronic quantum 
computing include the demonstration of long T1 and T2 times in 
semiconductor quantum dots (albeit at low temperatures45), the 
demonstration of coherent single-spin manipulation in diamond, 
and numerous examples of gate operations performed on ensembles 
of spins90–92, but expected to be extended to single-spin manipulation 
in quantum dots or embedded ions in the near future.
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to precession has also been performed for a semiconductor76. 

Spin injection and detection can be considered the ‘input’ and 
‘read-out’ stages of a logic device within which the spin is manipulated 
by external or internal magnetic ! elds or by spin-selective scattering. 
It has been demonstrated that the internal e" ective magnetic ! elds in 
semiconductors with spin-orbit interactions can be used to reorient 
spins and also to drive magnetic resonance34. # ese e" ective internal 
magnetic ! elds can be manipulated with applied external electric 
! elds77,78, which implies new gating mechanisms for spin-based 
transistors79. Furthermore the separation of spins can be achieved 
through the recently demonstrated spin Hall e" ect, ! rst seen in 
semiconductors40–42,44, later in metals16, and most recently at room 
temperature43. Control of the spin Hall e" ect via control of the material 
mobility may be used to change spin currents in magnitude or even 
direction54, using a controllable spin Hall e" ect to route spins for 
logic. Finally, it might be possible to do away with magnetic materials 
entirely due to the achievement of spontaneous spin polarization at 
room temperature in a non-magnetic semiconductor80,81.

STORAGE
Many of the ferromagnetic semiconductor materials have extremely 
high carrier-doping levels, and controlling the interfaces of these 
materials is a great challenge. If novel storage devices based on 
ferromagnetic semiconductors are to be attempted, then achieving 
ferromagnetism in lower-doped semiconductor materials will be 
highly desirable. # ere are some indications that this might occur 
naturally at the edges of ferromagnetic materials, as the carriers are 
depleted from the region but magnetism remains82.

Only very recently has there been a report of a p–n diode made with 
a ferromagnetic material83,84 — previous attempts led to poor diodes 
because the doping level in the intrinsic, or depletion, region was too 
high to support a signi! cant voltage. Another recent achievement was 
the demonstration of exchange biasing in magnetic semiconductors85. 
A central element of metallic MRAM, exchange biasing will be a key 
element of semiconductor spintronics storage technology.

COMMUNICATIONS
Optics and ferromagnetism has turned out to be a dirty partnership 
so far in GaMnAs. # e optical lifetimes are so short, unlike for non-
magnetic semiconductors, that it was some time before they could be 
measured86. As the desired magneto-optical devices typically require 
substantial Faraday rotation without signi! cant optical losses, 
magnetic semiconductors have not been successful at dislodging 
magnetic insulators from this niche. Experiments on CdMnTe 
and CdMnHgTe optical isolators, however, suggest competitive 
values to yttrium iron garnet for the optical rotation relative to 
optical loss87,88 in a material that can be monolithically integrated 
on a semiconductor substrate. A semiconductor waveguide with 
an integrated ferromagnetic metal clad has also shown good 
performance as an optical isolator89.

As the materials become cleaner and more controlled the 
magneto-optical properties should improve further. It has been 
discovered that much cleaner GaMnAs could be achieved through 
very long low-temperature post-growth annealing. At the same time 
the optical properties of very lightly doped GaMnAs seem quite good, 
even though the material itself is not doped su$  ciently to become 
ferromagnetic. New discoveries of ferromagnetic semiconductors 
suggest there should be materials with better optical properties, such 
as ZnCrTe. Whether this material is a carrier-mediated ferromagnet 
or not is not clear yet, although it is dopable and the magnetism has 
a large in% uence on the optical properties.

QUANTUM COMPUTING
# e achievement of large-scale quantum-information processing 
in any physical system will be a tremendous success. Recent 
experimental advances in semiconductor spintronic quantum 
computing include the demonstration of long T1 and T2 times in 
semiconductor quantum dots (albeit at low temperatures45), the 
demonstration of coherent single-spin manipulation in diamond, 
and numerous examples of gate operations performed on ensembles 
of spins90–92, but expected to be extended to single-spin manipulation 
in quantum dots or embedded ions in the near future.
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DMS ferromagnets. We focus on Ga1-xMnxAs, in 
which demonstrably carrier-mediated ferromagnetism 
already persists up to rather high temperatures27–30. 
We fi rst address recent advances in the experimental 
materials science of Ga1–xMnxAs, illustrating how 
the understanding and control of defects is essential 
to exploiting the potential of these materials. 
We then review theoretical progress, showing 
how even idealized models can provide a usefully 
predictive understanding of these complex materials. 
Next, we discuss progress and prospects for devices 
incorporating these materials, and we speculate 
on the materials requirements for ferromagnetic 
semiconductors to have widespread technological 
impact. We conclude with some further speculation 
on what kinds of materials are most promising in the 
quest for the ideal DMS ferromagnet.

RECENT PROGRESS ON GA1–XMNXAS

When Mn is substituted for Ga in a GaAs lattice 
(see Fig. 1), it acts as an acceptor, providing holes 
that mediate a ferromagnetic interaction between the 
local moments of the open d shells in the Mn atoms. 
This picture has been established experimentally by 

the strong correlation between the ferromagnetic 
TC and the carrier concentration demonstrated in 
Fig. 1. Collective ferromagnetic order requires that 
a minimum of about 2% of the Ga ions be replaced 
on the lattice by Mn ions, to provide a suffi ciently 
high density of carriers. To incorporate so large a 
concentration of Mn in the GaAs lattice without 
forming inclusions of the thermodynamically more 
stable metallic MnAs phase, Ga1–xMnxAs must be 
grown by molecular beam epitaxy at relatively low 
temperatures (Tsubstrate ≈ 250 °C). Even during the 
early stages of study, it was recognized that this low 
growth temperature results in a high density of point 
defects. The most important of these are now known 
to be As anti-sites and Mn interstitials31that act as 
double donors, compensating a signifi cant fraction 
of the free holes.

Early studies32 suggested that defects limited the 
ferromagnetic transition temperature to a maximum 
value of TC ≈ 110 K for x ≈ 0.05. These samples often 
had relatively unconventional magnetic properties, 
including an unusual temperature dependence of the 
magnetization, ascribed to the existence of multiple 
exchange constants33 or to non-collinear order34. 
This emerging picture of Ga1–xMnxAs was unsettled by 
the startling discovery35 that some of the compensating 
defects were energetically metastable, and post-
growth annealing at relatively low temperatures 
could strongly modify key sample parameters such 
as the lattice constant, the hole density and the 
ferromagnetic transition temperature (see Fig. 2)36. 
These initial annealing experiments yielded three 
notable results: the Curie temperature of as-grown 
Ga1–xMnxAs samples could be reproducibly increased 
to ~110 K for a wide range of sample compositions; 
annealing transformed the temperature dependence 
of the magnetization into the form expected for 
homogeneous collinearly ordered ferromagnets37; 
and systematic Rutherford backscattering and 
particle-induced X-ray emission (PIXE) experiments 
strongly suggested that the annealing process 
reduced the population of Mn interstitials31. 
Further studies showed28–30 that the Curie temperature 
of annealed Ga1–xMnxAs could exceed 110 K, reaching 
values as high as ~170 K in carefully engineered 
heterostructures27. The key appears to lie in the 
proximity and nature of the surface of the Ga1–xMnxAs 
layer29,30: for a fi xed set of annealing conditions (for 
example, duration and temperature), the maximum 
attainable Curie temperature decreases with increasing 
sample thickness. Furthermore, the Curie temperature 
is limited by capping the Ga1–xMnxAs layer, even with 
a few nanometres of epitaxial GaAs (ref. 38). We now 
understand that this thickness and capping behaviour 
is related to the diffusion of interstitial Mn: because 
the interstitials are donors, they compensate the free 
holes provided by the substitutional Mn ions (those on 
the Ga lattice sites). Thermal annealing drives the Mn 
interstitials to the free surface, increasing the free hole 
concentration and correspondingly the ferromagnetic 
transition temperature39.

This demonstration of the crucial importance 
of defects, thermal treatments and neighbouring 
layers has considerable implications for device 
applications and for the fundamental understanding 

Figure 1 The lattice structure 
and transition temperature 
trend in Ga1–xMnxAs. a, Lattice 
of GaxMn1–xAs, showing a unit 
cell with defects: AsGa is an As 
anti-site and MnI represents a 
Mn interstitial. b, Experimental 
measurements of the Curie 
temperature or ferromagnetic 
critical temperature, TC, as a 
function of hole density in a 
set of consistently annealed 
samples of Ga1–xMnxAs. 
The carrier densities are 
obtained from Raman 
scattering measurements, 
and the Curie temperature from 
SQUID magnetometry. 
The samples have a wide 
range of Mn content 
(0.02 < x < 0.085) and also 
vary in thickness (between 
300 nm and 1,200 nm). 
The data show an empirical 
relationship TC ≈ p1/3, apparently 
independent of other physical 
parameters such as the Mn 
content and sample thickness. 
The error bars represent the 
estimated uncertainty in the 
determination of the hole 
density. Plot reprinted with 
permission from ref. 29.
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Ferromagnetic (Ga,Mn) As

The trend of Curie temperature 
can be fitted rather well by the 
mean-field theory prediction,

Magnetization is measured 
through anomalous Hall effect.

Hso = αR (k × n̂) · S

= Ωk · S

Tc ∼ n
1/3
h
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Carrier-Mediated Ferromagnetism

(b) The itinerant carriers like to 
align the impurity spins so that 
the kinetic energy is lowered.

(a) At finite temperature, impurity 
spins prefer random orientations to 
maximize thermal entropy.

(c) Delocalization of itinerant 
carriers leads to ferromagnetism.

MacDonald et al.
Nature Materials 4, 195 (2005)



The collinear Zener model includes the kinetic energy of the
itinerant carriers and the exchange energy between the localized
and itinerant spin densities,

E = (kinetic energy) + (exchange energy)

=
∫

d3r

[

ψ∗(r)
p2

2m
ψ(r)

]

+ J
∫

d3r S(r) · s(r),

where J is the exchange coupling between localized impurity and
itinerant spin densities.

S(r) =
∑

I

δ3(r −RI)SI,

s(r) =
1

2
ψ†

α(r)σαβψβ(r).

Collinear Model

10

Phys. Rev. Lett. 84, 5628 (2000)
Appl. Phys. Lett. 78, 1550 (2001)
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2m
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+ J
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itinerant spin densities.
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Mean-Field Prediction

The spin polarizations of Mn ions 
and itinerant holes under external 
magnetic field are described by 
Curie and Pauli susceptibilities.  

Self-consistent equations at T=Tc

The polarization can be evaluated in 
mean-field limit by replacing all 
other spins with an effective 
magnetic field.

〈Sz〉 = χC H = nI
S(S + 1)

3kT
gµBH

〈sz〉 = χP h =

[
χP

(g∗µB)2

]

g∗µBh

〈Sz〉 = nI
S(S + 1)

3kTc
J 〈sz〉

〈sz〉 =

[
χP

(g∗µB)2

]

J 〈Sz〉

kTc =
S(S + 1)

3
J2 nI

[
χP

(g∗µB)2

]

〈Sz〉 = χC H = nI
S(S + 1)

3kT
gµBH

〈sz〉 = χP h =

[
χP

(g∗µB)2

]

g∗µBh

〈Sz〉 = nI
S(S + 1)

3kTc
J 〈sz〉

〈sz〉 =

[
χP

(g∗µB)2

]

J 〈Sz〉

kTc =
S(S + 1)

3
J2 nI

[
χP

(g∗µB)2

]

〈Sz〉 = χC H = nI
S(S + 1)

3kT
gµBH

〈sz〉 = χP h =

[
χP

(g∗µB)2

]

g∗µBh

〈Sz〉 = nI
S(S + 1)

3kTc
J 〈sz〉

〈sz〉 =

[
χP

(g∗µB)2

]

J 〈Sz〉

kTc =
S(S + 1)

3
J2 nI

[
χP

(g∗µB)2

]
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Integrating out itinerant carriers...

13

Write down the partition function of the Zener model and per-
form the partial summation over the itinerant spins,

Z =
∑

S

∑

s
〈Ss|e−βH |Ss〉 =

∑

S

(
∑

s
e−βE[S,s]

)

=
∑

S

Weff[S] =
∑

S

e−β(−kT lnWeff[S]).

We end up with the effective Hamiltonian for the localized spin,

Eeff[S] = 〈S|Heff |S〉 = −kT lnWeff[S].



Path-integral formalism
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Writing down the path integral for the HP bosons and the itin-
erant carriers,

Z =
∫

D[zz]
∫

D[ψψ]e−S[ψψ,zz],

=
∫

D[zz]
∫

D[ψψ]e−
∫ β
0 dτ

∫
d3r L[ψψ,zz]

where L =
∑

σ [ψσ(r, τ)∂τψσ(r, τ) + z(r, τ)∂τz(r, τ)] + H[ψψ, zz] is
the Lagarangian density in the imaginary-time formalism.

Since the action is quadratic in ψψ, we can integrate out the
itinerant carriers,

Z =
∫

D[zz]e−Sz[zz]
∫

D[ψψ]e−Sψ[ψψzz]

=
∫

D[zz]e−Sz detG−1(zz) =
∫

D[zz]e−Seff[zz],

where Seff[zz] =
[∫

dτ
∫
d3r z(r, τ)∂τz(r, τ)

]
− ln detG−1(zz) is the

effective action for the HP bosons.

Split G−1 into G−1
0 (z-independent) and δG−1(z-dependent) parts,

G−1
0 =

(

∂τ −
∇2

2m∗ − µ +
∆

2
τz

)

1,

δG−1 =
J

2

√
2nIS(zτ− + zτ+)−

J

2
zzτz,

where ∆ = JnIS is the Zeeman splitting at zero temperature.
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where ∆ = JnIS is the Zeeman splitting at zero temperature.



The dispersions of the collective excitations can be obtained by
looking for the poles of the spin-wave propagator D(p, νn). After
lengthy algebra, one will find two modes: the first mode is the
usual spin wave of the localized spins,

E1(k) =
γ

1− γ
ε(k)

[
1−

4

5

εF
∆

]
+O(k4),

with γ = nh/2nIS denotes the ratio between itinerant and local-
ized spin densities. The second mode is gapped with peculiar
“banana”-shape dispersion,

E2(k) = ∆(1− γ)−
1

γ(1− γ)
ε(k)

[4
5

εF
∆
− γ

]
+O(k4).

This mode comes from the Stoner continuum of (electronic)
magnons that couple with the localized spins.

Collective Excitations
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Transport and Field Effect

Is it the Fisher-Langer anomaly? 
We have a story...

Ohno’s Group
Nature 408, 944 (2000)

By varying the gate voltage, 
one can manipulate 
the concentration of itinerant 

carriers.

REVIEW ARTICLE
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of ferromagnetic semiconductors. In particular, 
it suggests that one can almost always tweak 
transition temperatures upwards in other 
ferromagnetic semiconductors by altering key 
defects. Recent experiments have probed numerous 
other aspects of the fundamental physics of 
Ga1–xMnxAs such as the magnetic anisotropy40,41, d.c. 
and a.c. conductivity42–44, the band structure45,46 and 
the spin polarization47, leading to a rather thorough 
experimental understanding48. Several possible 
strategies are currently being explored to push TC still 
higher in Ga1–xMnxAs or In1–xMnxAs. These include 
co-doping with other materials to increase the free 
carrier density, and wavefunction engineering in 
heterojunction systems27 to increase the effectiveness 
of the exchange interactions. It seems far from certain, 
however, that these efforts will yield ferromagnetism 
at high enough temperature for applications, 
motivating the study of other related materials 
discussed below.

THEORETICAL PICTURES

Experiments have established that ferromagnetism 
in Ga1–xMnxAs is mediated by a low density of 
valence-band holes, the key property that allows 
magnetic properties to be altered electrically. 
This occurrence of carrier-mediated ferromagnetism 
at reasonably high temperatures in a magnetically 
and electrically dilute system is unusual. 
Crucially, in Ga1–xMnxAs and In1–xMnxAs the 
Mn d-electrons have weak valence fl uctuations and 
are not strongly incorporated into the bonding 
orbitals of the semiconductor. Electrons in the 
half-fi lled d-shell of Mn2+ form a quantum state 
with spin S = 5/2. According to the third law 
of thermodynamics, the macroscopic entropy 
associated with arbitrary local moment spin 
orientations must vanish at low temperatures; spins 
must become fi xed or participate in a correlated-
fl uctuating-moment quantum state. In many 
(II,Mn)VI semiconductors, the Mn moments 
interact very weakly with each other unless they 
happen to lie on neighbouring cation sites, and 
they fl uctuate randomly in orientation down to very 
low temperatures (as illustrated in Fig. 3a). 
The introduction of these low-energy degrees of 
freedom creates the opportunity for a ferromagnetic 
state if an energetic preference for moment 
alignment can be engineered.

In transition-metal-based (III,V) ferromagnetic 
semiconductors, the occurrence of robust 
ferromagnetism as described in the previous 
section makes it evident that this coupling is present. 
It seems clear that the ultimate origin of Mn moment 
alignment is the hybridization that occurs between 
d-orbitals on cation sites and orbitals in the partially 
fi lled valence band that are centred on neighbouring 
anion sites. Manganese substitution introduces both 
local moments and valence-band holes that hybridize 
with Mn d-orbitals of the same spin. The energy of 
the system is lowered when the unoccupied levels near 
the top of the valence band (holes) have the same 
spin orientation as the Mn d-orbitals, that is when 
the total valence-band spin is opposite to that of the 

Mn ion. The valence-band hole will then tend to align 
any Mn moments with which it overlaps as suggested 
by Fig. 3b. These interactions follow essentially from 
quantum mechanical level repulsion, and strengthen 
when the energetic separation between the occupied 
Mn d-levels and the hole states at the top of the 
valence band gets smaller.

A key issue49 for the theory of the III–V DMS 
ferromagnets is whether the carriers end up residing 
in a tightly bound anti-bonding state that has 
primarily d-character, or in a more spatially extended 
structure that has primarily the p-character of the host 
valence band. Because the moments in DMS systems 
are dilute, large values for the inter-moment couplings 
responsible for carrier-mediated ferromagnetism 
require acceptor level states that extend over at least a 
few lattice constants. Strong hybridization strengthens 
the coupling between Mn and band-spin orientations, 
but also shortens the range of its impact by localizing 
the acceptor level. The optimal hybridization strength 
is likely to lie somewhere in the middle ground 
between shallow and deep acceptor levels; this is the 
space that Ga1–xMnxAs seems to occupy.

One of the candidate materials for room-
temperature DMS ferromagnetism14,50, Ga1–xMnxN, 
appears to have strongly localized holes51,52, suggesting 
that the microscopic physics of the high-temperature 
ferromagnetism reported in this material has a 
different character. We do not have a rigorous 
argument that would exclude the possibility of such 
a strongly localized impurity band system attaining 
ferromagnetic order; but it would cost relatively 
little energy to rotate the spin of an impurity-band 
electron centred on one magnetic site relative to that 
of an impurity-band electron centred on a nearby 
magnetic site. Because this energy cost is the stiffness 
that supports magnetization, TC in a diluted moment 

T 3/2 dependence expected for 
a homogeneous ferromagnet
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Figure 2 The temperature 
dependence of the 
magnetization and resistivity 
of Ga0.083Mn0.917As (ref. 36). 
The two curves in each are for 
non-annealed (as grown) and 
annealed samples, and they 
reveal the striking physical 
changes wrought by annealing 
(increased TC and conductivity, 
and conventional behaviour of 
the temperature-dependent 
magnetization).
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How Two Spins Talk...

Carrier-mediated Exchange Coupling: 
Integrating out the itinerant carriers to derive 
the effective Hamiltonian for the two spins

Heff = J(r12) S(r1) · S(r2)

Heff =
∑

a,b

Jab(r12) Sa(r1) Sb(r2)



Collinear RKKY Interaction

19

d

φx(d)

0

π/2

-π/2

Thus, our conventional wisdom tells us that the mediated 
effective coupling should have RKKY oscillations...

5 10 15 20

J(d)

d

RKKY interaction: 

It can be viewed as the quantum interferences due to patches of 
the Fermi surface related by the time-reversal symmetry.



Kondo v.s. RKKY

20

C. M. Marcus’ group
Science 304, 565 (2004)

(a) carrier-mediated RKKY 
exchange coupling,

(b) competition between 
Kondo screening and RKKY 
interaction,

(c) evolution of the tunneling 
conductance peak.



Noncollinear one?

Carrier-mediated Exchange Coupling: 
Integrating out the itinerant carriers to derive 
the effective Hamiltonian for the two spins

Heff = J(r12) S(r1) · S(r2)

Heff =
∑

a,b

Jab(r12) Sa(r1) Sb(r2)



Trilayer Magnetic Junction

22

r

x

z
y

φx(r)

2DEG with Rashba interaction

Hard magnet

So3 magnet

we model the intermediate layer by the Rashba Hamiltonian,

H =
∫

d2r Ψ†
[

k2

2m∗1 + γR(kyσx − kxσy)

]

Ψ,

where γR is the strength of the Rashba interaction.



Non-Collinear Spiral Angle?

23

φx(d)

0

π/2

-π/2

d

Therefore, we expect an effective 
non-collinear exchange coupling!

The spin of the itinerant carriers 
will align the so3 magnet with 
the same spiral angle.

Appl. Phys. Lett. 84, 2862 (2004)
Appl. Phys. Lett. 89, 032503 (2006)

As the spins of the itinerant 
carriers precess, it is possible to 
mediate noncollinear exchange 
coupling.

We try out the idea for Zeeman 
Hamiltonian and it seems to 
work...



Which one is correct?
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φx(d)

0

π/2

-π/2

d
d

φx(d)

0

π/2

-π/2

RKKY? Spiral?



Fermi Surface Topology

By changing the density, the Fermi surface 
topology changes as well.

kx

ky

kx

ky



FS Topology 1: Wedding Cake

26

E

k

kx

ky

When Rashba coupling is small 
(compared with the Fermi energy), 
the Fermi surfaces consist of two 
particle-like circles with opposite 
chiralities. Utilizing the rotational SO(2), parity Py (or equivalently Px),

and time reversal symmetries, one can work out the remaining
components of the susceptibility tensor,

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ h0



 .

It is rather remarkable that the symmetry arguments reduce the
numerical task down to evaluation of FOUR real scalar functions,
g0(r), g1(r), g2(r), h0(r).

The Rashba Hamiltonian we study here further constrains h0(r) =
g0(r) + g2(r), which reduces the number down to THREE.

Weak Rashba regime with ∆R/εF < 1



FS Topology 2: Bagel

27

E

k

kx

ky

When the Fermi energy is small, 
the Fermi surfaces consist of one 
particle-like and one hole-like 
circles with the same chiralities. 

Utilizing the rotational SO(2), parity Py (or equivalently Px),
and time reversal symmetries, one can work out the remaining
components of the susceptibility tensor,

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ h0



 .

It is rather remarkable that the symmetry arguments reduce the
numerical task down to evaluation of FOUR real scalar functions,
g0(r), g1(r), g2(r), h0(r).

The Rashba Hamiltonian we study here further constrains h0(r) =
g0(r) + g2(r), which reduces the number down to THREE.

Dilute density regime with ∆R/εF > 1



Rashba Hamiltonian for Dummies...

28

kx

ky

The Rashba Hamiltonian can be brought into its eigenbasis in
momentum space,

ϕkλ(#r) = ei#k·#ruλ(φ) =
ei#k·#r
√

2

(
−iλe−iθk

1

)

where θk = tan−1(ky/kx) with dispersion εkλ = k2/2m∗ − λγRk.

Due to the spin-orbital interaction, spin is no longer the good
quantum number but replaced by the chirality instead,

λ = (k̂ × ŝ) · ẑ = ±1.

It is important to remind the readers that, under the time reversal
transformation, both momentum and spin reverse their directions
and make the chirality invariant.

Due to the spin-orbital interac-
tion, spin is no longer the good
quantum number but replaced by
the chirality instead,

λ = (k̂ × ŝ) · ẑ = ±1.

It is important to remind the read-
ers that, under the time reversal
transformation, both momentum
and spin reverse their directions
and make the chirality invariant.



Noncollinear Exchange Coupling

29

(1) Integrate out the itin-
erant carriers → the effec-
tive Heisenberg Hamiltonian
between the ferromagnets,
Heff =

∑
ij JijS

i
LSj

R.

(2) Within the linear response theory,
Jij is proportionally to the spin suscep-
tibility tensor,

χij("r) =
∫ ∞

0
dt

〈〈
i
[
σi("r, t), σj(0,0)

]〉〉
e−ηt.

(1) Integrate out the itin-
erant carriers → the effec-
tive Heisenberg Hamiltonian
between the ferromagnets,
Heff =

∑
ij JijS

i
LSj

R.

(2) Within the linear response theory,
Jij is proportionally to the spin suscep-
tibility tensor,

χij("r) =
∫ ∞

0
dt

〈〈
i
[
σi("r, t), σj(0,0)

]〉〉
e−ηt.

(3) Transforming into the eigenbasis, the susceptibility tensor
can be expressed as summations of the product of a weight func-
tion and the particle-hole propagator over all possible quantum
numbers,

χij("r) =
∑

k1λ1

∑

k2λ2

Wij("r)

[
f(εk1λ1

)− f(εk2λ2
)

εk2λ2
− εk1λ1

− iη

]

.

The weight function is Wij("r) = (u†
λ1

σiuλ2
)(u†

λ2
σjuλ1

)ei( "k2− "k1)·"r,

and εkλ = k2/2m∗ − λkγR is the dispersion for the particle with
momentum k and chirality λ.

Phys. Rev. B 73, 241307(R) (2006)



Let’s take χxy("r) = χxy(r, θ) as a working example.

(1) Rotational Symmetry: Since the operators σx, σy carry m =
±1 → χxy(r, θ) contains linear combinations of m = 0,±2,

χxy(r, θ) = f0(r) + f2(r) cos 2θ + g2(r) sin 2θ.

(2) Parity Symmetry: Furthermore, applying the parity symme-
try in y direction, it requires χxy(r, θ) = −χxy(r,−θ) and enforces
the functions f0(r), f2(r) to vanish,

χxy(r, θ) = g2(r) sin 2θ.

(3) Time-Reversal Symmetry: Finally, the Onsager relation
from the time-reversal symmetry indicates χyx("r) = χxy(−"r),

χxy(r, θ) = χyx(r, θ) = g2(r) sin 2θ.

Symmetries I

30



Utilizing the rotational SO(2), parity Py (or equivalently Px),
and time reversal symmetries, one can work out the remaining
components of the susceptibility tensor,

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ h0



 .

It is rather remarkable that the symmetry arguments reduce the
numerical task down to evaluation of FOUR real scalar functions,
g0(r), g1(r), g2(r), h0(r).

The Rashba Hamiltonian we study here further constrains h0(r) =
g0(r) + g2(r), which reduces the number down to THREE.

Dilute density regime with ∆R/εF > 1

Symmetries II

31



Spiral Angle

32

r

x

z
y

φx(r)

Suppose the ferromagnet on the
left of the TMJ is aligned along
the z-axis, we are interested in the
mediated non-collinear exchange
coupling proportional to χiz(r,0).

Since χyz(r,0) = 0, the orientation of the induced moment is
captured by the spiral angle,

φx(r) = tan−1
[
χzz(r,0)

χxz(r,0)

]

= tan−1
[
g0(r) + g2(r)

g1(r)

]

.

Suppose the ferromagnet on the
left of the TMJ is aligned along
the z-axis, we are interested in the
mediated non-collinear exchange
coupling proportional to χiz(r,0).

Since χyz(r,0) = 0, the orientation of the induced moment is
captured by the spiral angle,

φx(r) = tan−1
[
χzz(r,0)

χxz(r,0)

]

= tan−1
[
g0(r) + g2(r)

g1(r)

]

.

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ g0 + g2



 .

Suppose the ferromagnet on the
left of the TMJ is aligned along
the z-axis, we are interested in the
mediated non-collinear exchange
coupling proportional to χiz(r,0).

Since χyz(r,0) = 0, the orientation of the induced moment is
captured by the spiral angle,

φx(r) = tan−1
[
χzz(r,0)

χxz(r,0)

]

= tan−1
[
g0(r) + g2(r)

g1(r)

]

.

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ g0 + g2



 .



Numerical Results

33

Utilizing the rotational SO(2), parity Py (or equivalently Px),
and time reversal symmetries, one can work out the remaining
components of the susceptibility tensor,

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ h0



 .

It is rather remarkable that the symmetry arguments reduce the
numerical task down to evaluation of FOUR real scalar functions,
g0(r), g1(r), g2(r), h0(r).

The Rashba Hamiltonian we study here further constrains h0(r) =
g0(r) + g2(r), which reduces the number down to THREE.

Weak Rashba regime with ∆R/εF < 1

Utilizing the rotational SO(2), parity Py (or equivalently Px),
and time reversal symmetries, one can work out the remaining
components of the susceptibility tensor,

χij(r, θ) =




g0 + g2 cos 2θ g2 sin 2θ g1 cos θ

g2 sin 2θ g0 − g2 cos 2θ g1 sin θ
−g1 cos θ −g1 sin θ h0



 .

It is rather remarkable that the symmetry arguments reduce the
numerical task down to evaluation of FOUR real scalar functions,
g0(r), g1(r), g2(r), h0(r).

The Rashba Hamiltonian we study here further constrains h0(r) =
g0(r) + g2(r), which reduces the number down to THREE.

Dilute density regime with ∆R/εF > 1

Robust spiral backbone with minor 
oscillatory residues resembling the 
RKKY oscillations.

Modified RKKY oscillation with a 
gradual upwinding trend due to 
Rashba interaction.
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(1) In the asymptotic limit kFr ! 1, the reduced spin suscepti-
bility along the radial direction χab(r), where a, b = x, z, can be
well approximated as 1D Rashba system.

(2) Applying a local gauge transformation, U(r) = e−ikRrσy/2, the
Rashba Hamiltonian can be mapped into the 1D free electron
gas with the well-known RKKY spin susceptibility.

(3) Since the local gauge transformation is nothing but the local
rotation about the y-axis with the spiral angle φ(r) = kRr, the re-
duced susceptibility is approximately the usual RKKY oscillation
twisted by a local spiral transformation,

χab(r) ≈
∑

c

[
cos kRr − sin kRr
sin kRr cos kRr

]

ac
χRKKY

cb (r).

Connection to 1D Rashba?

34
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Fermi Surface Topology

35
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ky

Liftshitz Transition

By changing the carrier density, we can change the 
topology of the Fermi surfaces from wedding cake 
(with opposite chiralities) to bagel (with one 
chirality).
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φx(d)

0

π/2

-π/2 d

d

φx(d)

0

π/2

-π/2

✦ Fermi surface topology dictates the 
trends of the carrier-mediated 
exchange coupling.

✦ Li3shitz transition in 2DEG by 
measuring magnetic responses.

✦ Classification of magnetic behaviors 
solely by the winding number of the 
Fermi surfaces?

✦ With small spin relaxation, the spiral 
trend is favored. Not clear about the 
results in diffusive regime yet...

Summary
kx

ky

kx

ky
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Thank YOU!!


